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\textbf{Abstract}

In this paper we propose a new image randomness measure using Shannon entropy over local image blocks. The proposed local Shannon entropy measure overcomes several weaknesses of the conventional global Shannon entropy measure, including unfair randomness comparisons between images of different sizes, failure to discern image randomness before and after image shuffling, and possible inaccurate scores for synthesized images. Statistical tests pertinent to this new measure are also derived. This new measure is therefore both quantitative and qualitative. The parameters in the local Shannon entropy measure are further optimized for a better capture of local image randomness. The estimated statistics and observed distribution from 50,000 experiments match the theoretical ones. Finally, two examples are given, applying the proposed measure to image randomness among shuffled images and encrypted images. Both examples show that the proposed method is more effective and more accurate than the global Shannon entropy measure.

\section{Introduction}

Since the information age began in the late 1970s, the digital world has kept evolving on a nearly daily basis. More particularly, the past 10 years have seen an impressive growth of capabilities of electronic devices as well as their usage in virtually all walks of life (i.e. smartphones, digital music players, home robotic devices, electronic readers, etc.). These devices highlight the fast increase in computational and storage facilities of modern electronics. Compared to the rapid development of electronic devices and computer computational capacities, contemporary data encryption technologies are not very different from those of 10 years ago: many data encryption algorithms in use 10 years ago are still in use today, such as the data encryption standard (DES) \cite{2} dating from 1976, the Blowfish cipher \cite{7} from 1993, the Twofish \cite{46} cipher from 1998, and the advanced encryption standard (AES) \cite{3} from 1998. Although shortcomings of these methods on bulk data, such as digital images and digital videos, have been pointed out \cite{61}, these old algorithms still dominate encryption methods at all levels (individuals, organizations, companies and governments).

Image encryption has recently become a fertile research area. Many new image encryption algorithms or methods have been proposed, e.g. chaotic system based image ciphers \cite{6,12,15,16,22,28,29,37,40,42,54,55,63,64}, SCAN language based algorithms \cite{13,14}, transform based algorithms \cite{35,38,49,60,65}. The goal of image encryption is to turn an input image, commonly referred to as \textit{plaintext}, into an unrecognized or unintelligible image, referred to as \textit{ciphertext}, using a predetermined method, which is called an \textit{image cipher}. For adversaries without plaintext knowledge, an image cipher works like...
a symbol source generating pixels in ciphertext. Since the completely random source achieving the maximum randomness has a uniform distribution, it is desirable that an image cipher has an indistinguishable distribution. Otherwise, the image cipher is insecure as patterns can be identified through the observation of a sufficiently large number of encrypted images [11,32,33,56].

Image randomness can be measured using a variety of methods, such as histogram analysis [6,12,16,22,28,29,35,37,40,42,54,55,57,60,63,64], global Shannon entropy measure [6,12,42,55,64,66], adjacent pixel correlations [6,12,16,35,42,57,64,66], one major drawback of these conventional techniques is that they provide quantitative rather than qualitative measures. However, it is qualitative measures that make it is possible to distinguish patterned data from random-like data. In contrast, many statistical tests that provide quantitative measures (e.g. the Kolmogorov test [50], poker test [50], gap test [50], autocorrelation test [50], diffusion randomness test [27], and available test suites such as FIPS 140-1 [1] and 140-2 [4]) are designed for either a stream or a block cipher, which is built for one dimensional bit-stream rather than a two dimensional image. These methods are therefore not directly applicable to image data.

Although the importance of statistical tests for image randomness is obvious, little work has been done on this particular topic. Refs. [34,62] discussed a randomness measure defined on image edges; however, it is still a quantitative measure which only gives a randomness score. Statistical tests for the number of changing pixel rate (NPCR) and the unified average changing intensity (UACI) [6,12,16,35,54,55,57,64,66], two measurements on the changing rate of encrypted images, have been proposed recently in [59], but they are made for testing randomness between two images rather than on the randomness of one image.

In this paper, we develop new statistical tests for image randomness based on the local Shannon entropy measure, which is a generalization of conventional Shannon entropy. The remainder of the paper is organized as follows: Section 2 gives a brief review on Shannon entropy, the central limit theorem and random number generators in cryptography; Section 3 introduces a random image generator model, and derives the mean and variance of Shannon entropy for random images; Section 4 defines the local Shannon entropy measure and statistical tests for random images, and optimizes parameters of the local Shannon entropy measure to attain the best localization capacity; Section 5 compares the theoretical statistics and distributions with those observed from a large scale simulation with 50,000 random images; Section 6 presents possible applications of the proposed method for image shuffling and image encryption; and Section 7 concludes the paper.

2. Preliminaries

2.1. Shannon entropy measure and properties

Shannon entropy [47], named after Claude Shannon, was first proposed in 1948. Since then, Shannon entropy has been widely used in the information sciences. Shannon entropy is a measure of the uncertainty associated with a random variable. Specifically, Shannon entropy quantifies the expected value of the information contained in a message. The Shannon entropy of a random variable \( X \) can be defined as in Eq. (1), where \( p_i \) is defined in Eq. (2) with \( x_i \) indicating the \( i \)th possible value of \( X \) out of \( n \) symbols, and \( p_i \) denoting the possibility of \( X = x_i \).

\[
H(X) = -\sum_{i=1}^{n} p_i \log_2 p_i = -\sum_{i=1}^{n} p_i \log_2 p_i
\]

Shannon Entropy attains, but is not limited to, the following properties:

(a) Bounded: \( 0 \leq H(X) \leq \log_2 n \)

(b) Symmetry: \( H(P_1, P_2, \ldots) = H(P_2, P_1, \ldots) = \cdots \)

(c) Grouping [45]: \( H(P_1, \ldots, P_n) = H(P_1 + P_2, P_3, \ldots, P_n) + (P_1 + P_2) H(P_1/(P_1 + P_2), P_2/(P_1 + P_2)) \)

In the context of digital images, an \( M \times N \) image \( X \) can be interpreted as a sample from an \( L \)-intensity-scale source that emitted it. As a result, we can model the source symbol probabilities using the histogram of the image \( X \) (the observed image) and generate an estimate of the source entropy [23]. For example, an 8-bit gray image allows \( L = 256 \) gray scales from 0 to 255. Additionally, denote the number of pixels within image \( X \) at pixel intensity scale \( l \) as \( n_l \). Then

\[
P_l = \Pr(X = l) = n_l/T
\]

where \( l \in \{0, 1, \ldots, L-1\} \) denotes the intensity scale and \( T = M \times N \) is the total number of pixels in image \( X \). Therefore, the Shannon entropy score of image \( X \) can be calculated as shown in Eq. (4).

\[
H(X) = -\sum_{i=1}^{L-1} p_i \log_2 p_i = -\sum_{i=0}^{L-1} \frac{n_i}{T} \log_2 \frac{T}{n_i}
\]

The theoretical maximum of the Shannon entropy score for an \( L \) symbol source is \( \log_2 L \), when each symbol is equally likely distributed, i.e.

\[
p_0 = p_1 = \cdots = p_{L-2} = p_{L-1} = 1/L
\]
Shannon entropy [8,47] has been widely used in image encryption for years as a common measure for information and uncertainty [17,21,36,39].

2.2. Central limit theorem

Let $Y_1, Y_2, \ldots, Y_n$ be a sequence of $n$ independent and identically distributed observations on a random variable $Y$ associated with a finite mean $\mu$ and a variance $\sigma^2$. The central limit theorem (CLT) states that the sample mean of these observations will be approximately normally distributed, with a mean $\mu$ and a variance $\sigma^2/n$, when the number of samples $n$ is sufficiently large. Mathematically, the CLT can be stated as follows:

$$\bar{Y}_n = \frac{1}{n} \sum_{i=1}^{n} Y_i \sim \mathcal{N}\left(\mu, \frac{\sigma^2}{n}\right) \text{ as } n \to \infty$$

(6)

The most important merit of the CLT is that the probability density function (PDF) of $\bar{Y}_n$ is dependent on the mean and variance of the random variable $Y$. In other words, it is not necessary to know the exact PDF of $Y$ for computing the PDF of $\bar{Y}_n$, as long as its mean and variance are known. Heuristically, many statisticians believe that if the sample size $n$ is larger than 30 then it is sufficiently large [41,52], while others suggest larger sample sizes [30], for Example 100 [9].

Instead of using $\bar{Y}_n$, the random variable $Z_n$ defined in Eq. (7) is commonly used in hypothesis tests, where $Z_n \sim \mathcal{N}(0,1)$ as $n \to \infty$. The convergence in distribution implies that Eq. (8) is held for arbitrary $z \in \mathbb{R}$, where $\Phi(z)$ is the cumulative distribution function (CDF) of $\mathcal{N}(0,1)$. Consequently, the statistical test designed on this $Z$ statistic is called the $Z$-test, where $F_{Z_n}(z)$ denotes the actual CDF of $Z_n$.

$$Z_n = \frac{\bar{Y}_n - \mu}{\sigma/\sqrt{n}}$$

(7)

$$\lim_{n \to \infty} \Pr(Z_n \leq z) = \lim_{n \to \infty} F_{Z_n}(z) = \Phi(z)$$

(8)

2.3. Random number generators in cryptography

A random number generator (RNG) is a computational algorithm or a physical device that generates a sequence of symbols from some known distribution, which implies that all elements in the sequence should be independent and identically distributed with a known distribution. Although the distribution of a RNG can be of any type, including Gaussian [31], Multinomial [18] or Poisson [10], the uniform distribution is preferred for RNGs in cryptography [5,20,44,51], as it makes all outputs equally likely and implies less population information than non-uniform distributions. Many attacks or cryptanalysis methods, e.g. [11,32,33,56] can take advantage of non-uniformly distributed ciphertexts.

RNGs can be classified into two groups: pseudo RNGs (PRNGs) and true RNGs (TRNGs), where PRNGs are predetermined by a set of controllable parameters with completely predictable outputs; and TRNGs are normally dependent on certain physical phenomena, e.g. atmospheric noise [19] and Johnson noise [25], which can be considered as a set of noncontrollable parameters with completely unpredictable outputs. However, it is very difficult to distinguish a PRNG from a TRNG by observing output random number sequences [24].

A random sequence $Q = \{q_1, q_2, \ldots\}$ from a RNG (either a TRNG or a PRNG) with a uniform distribution on a finite symbol set $\mathbb{S} = \{s_1, s_2, \ldots, s_L\}$ has the following properties:

$$\Pr(q_t = s_1) = \Pr(q_t = s_2) = \cdots \Pr(q_t = s_L) = 1/L$$

(9)

$$\Pr(q_t|q_{t-1}) = \Pr(q_{t+1}|q_t) = 1/L$$

(10)

where $t$ and $\tau$ denote two sequence elements and $t \neq \tau$. It is easy to verify that the Shannon entropy of a RNG source with a uniform distribution on $L$ symbols always attains the upper-bound $\log_2 L$.

Finally, it is worthwhile to note the links between a PRNG and a digital cipher (stream cipher or block cipher). A stream cipher normally combines a plaintext data stream with a key stream, which is generated from a PRNG [53]. In contrast, a block cipher itself is normally considered as a cryptographically secure PRNG [43], whose generated sequences also attain the properties Eqs. (9) and (10).

3. Shannon entropy of a random image

In this section, we first introduce a random image generator in Section 3.1. This random image generator enables us to generate random images, which share the same statistical properties as securely encrypted images, rendering them indistinguishable. In Section 3.3, we derive what would be the theoretical mean and variance of the Shannon entropy for a random image as defined in Section 3.2. Finally, this section ends with a discussion explaining the theoretically derived means and variances from Section 3.2 and the connection between those values and the preconditions of the random image generator.
3.1. A random image generator

Since a digital image can be considered as a bit/byte sequence fitting within a specific rectangle, we define a uniformly random image generator (RIG) in the following way:

**Definition 1.** A uniformly random image generator is a random number generator which equally likely generates an image pixel of intensity $l$ out of $L$ allowed intensities ($l \in \{0, 1, \ldots, L - 1\}$).

Therefore, each image pixel is then generated independently with the identical uniform distribution as a random sequence element from a RNG model as defined in Eqs. (9) and (10). In other words, the following properties are held for a pixel $R(i, j)$ generated by a RIG.

\[
\Pr(R(i, j) = l) = \frac{1}{L} \tag{11}
\]

\[
\Pr(R(i, j)|R(i', j')) = \frac{1}{L} \tag{12}
\]

where $R(i, j)$ denotes the pixel located at the intersection of the $i$th row and $j$th column in $R$ and $R(i', j')$ is another pixel different from $R(i, j)$. Equivalently, this indicates that a RIG is also a memory-less source [58]. It is noticeable that a RIG with a uniform distribution attains the maximum Shannon entropy, i.e. the maximum randomness with the Shannon entropy score $\log_2 L$.

3.2. Random images and securely encrypted images

In this paper, a random image is defined as an observed image generated by a RIG as defined previously. Fig. 1 shows random images of size $256 \times 256$ in binary, 8-bit grayscale and color formats. It can be observed that the histograms of these random images are all uniform-like, this because each image is an observation derived from a RIG.

The same relationship that exists between a PRNG and a digital cipher exists between a RIG and an image cipher. First, a secure digital cipher is supposed to attain confusion and diffusion properties [48], thus making Eqs. (11) and (12) hold for a secure image cipher. Second, an image cipher can be considered as a pseudo RIG, because it is completely controlled by cipher key(s) when the used image cipher is known. Therefore, a random image generated from a RIG should also be indistinguishable from an encrypted image generated from a secure image cipher. Fig. 2 shows securely encrypted images of size $256 \times 256$ in the binary, 8-bit grayscale and color formats. It can be seen that these encrypted images indeed look like random images in Fig. 1.

Consequently, a statistical test designed for testing the randomness of random images is also applicable to encrypted images, which are supposed to be statistically indistinguishable from random images if they are encrypted by a secure image cipher.

3.3. Mean and variance of Shannon entropy for a random image

Consider a random image $X$ as a random variable. This implies the pixels in $X$ satisfy the statistical properties of Eqs. (11) and (12).

**Lemma 1.** The number of pixels at scale $l$ out of $L$ possible intensity scales in a random image $X$ of size $M \times N$ follows the binomial distribution of $T \sim B(T, 1/L)$ independent incidents with the success probability $1/L$, i.e.

\[
n_l \sim B(T, 1/L) \tag{13}
\]

**Proof.** Since any pixel $x$ in the random image $X$ follows the discrete uniform distribution $x \sim \mathcal{U}(0, L - 1)$, i.e.

\[
\Pr(x = l) = \frac{1}{L}
\]

we have,

\[
\Pr(x \neq l) = 1 - \frac{1}{L} = \frac{L - 1}{L}
\]

Therefore, any pixel $x$ at intensity level $l$ follows the Bernoulli distribution with success probability $1/L$. As a result, the number of pixels at intensity level $l$ follows the Binomial distribution as

\[
n_l \sim B(T, 1/L)
\]

i.e.

\[
\Pr(n_l = k) = \binom{T}{k} \left(\frac{L - 1}{L}\right)^{T-k}
\]

and \(\binom{T}{k} = \frac{T!}{k!(T-k)!}\) is the binomial coefficient. □
Fig. 1. Sample random images.
Fig. 2. Sample encrypted images.
Corollary 1.

\[ \Pr(P_l = k/T) = \binom{T}{k} \frac{(L - 1)^{T-k}}{L^T} \]  

(14)

Proof. True since \( n_l \sim \mathcal{B}(T, 1/L) \) and \( P_l = n_l/T \). \( \square \)

In order to find the mean and variance of the Shannon entropy of an observed random image \( X \), i.e. \( \mu_{H(X)} \) and \( \sigma^2_{H(X)} \), we first rewrite the Shannon entropy of \( X \) as the sum of entropies from all possible intensity scales, i.e.

\[ H(X) = \sum_{l=0}^{T-1} h_l \]  

(15)\]

where \( h_l = -P_l \log_2 P_l \) denotes the Shannon entropy of intensity scale \( l \). Using Lemma 1 that \( n_l \sim \mathcal{B}(T, 1/L) \), the following statistics can be obtained:

\[ E[h(l)] = E \left[ -\frac{n_l}{T} \log_2 \frac{n_l}{T} \right] = \sum_{n_l=0}^{T} \frac{n_l}{T} \log_2 \frac{T}{n_l} \cdot \left( \frac{T}{n_l} \right)^{T-n_l} \frac{(L - 1)^{T-n_l}}{L^T} \]  

(16)

\[ E[h(l)^2] = \sum_{n_l=0}^{T} \left( \frac{n_l}{T} \log_2 \frac{T}{n_l} \right)^2 \cdot \left( \frac{T}{n_l} \right)^{T-n_l} \frac{(L - 1)^{T-n_l}}{L^T} \]  

(17)

\[ E[h(l)h(l_b)] = \sum_{n_l=0}^{T} \sum_{n_{l_b}=0}^{T} \frac{n_l}{T} \log_2 \frac{T}{n_l} \cdot \frac{n_{l_b}}{T} \log_2 \frac{T}{n_{l_b}} \cdot \frac{T}{n_l} \frac{T}{n_{l_b}} \frac{(L - 2)^{T-n_l-n_{l_b}}}{n_l n_{l_b} (T-n_l-n_{l_b}) L^T} \]  

(18)

Subsequently, the mean \( \mu_{H(X)} \) and variance \( \sigma^2_{H(X)} \) can be derived:

\[ \mu_{H(X)} = E[H(X)] = E \left[ \sum_{l=0}^{T-1} h(l) \right] = \sum_{l=0}^{T-1} E[h(l)] = L \cdot E[h(l)] \]  

(19)

\[ E[H(X)^2] = \left[ \sum_{l=0}^{T-1} h(l)^2 \right]^2 = \left[ L \cdot E[h(l)]^2 + \sum_{l=0}^{T-1} \sum_{l_b=0}^{T-1} h(l)h(l_b) \right] = L \cdot E[h(l)^2] + L(L-1) \cdot E[h(l)h(l_b)] \]  

(20)

\[ \sigma^2_{H(X)} = E[H(X)^2] - (E[H(X)])^2 = L \cdot E[h(l)^2] + L(L-1) \cdot E[h(l)h(l_b)] - L^2 \cdot (E[h(l)])^2 \]  

(21)

Numerical results for \( \mu_{H(X)} \) and \( \sigma^2_{H(X)} \) using different parameter sets are shown in Table 1. It is clear from Table 1 that for a random image, \( \mu_{H(X)} \) increases as \( L \) increases when \( T \) is fixed; \( \mu_{H(X)} \) also increases as \( T \) increases when \( L \) is fixed. Meanwhile, \( \sigma^2_{H(X)} \) gets smaller as \( T \) increases.

Finally we want to point out that Eqs. (19) and (21) pave the way to the local Shannon entropy measure and tests which will be discussed in the next section, although they only reveal the mean and variance of \( H(X) \) without the exact PDF of \( H(X) \). However, as stated in the CLT, the sample mean of Shannon entropy over \( n \) random images, which is the local Shannon entropy measure, follows the Normal distribution with mean \( \mu_{H(X)} \) and variance \( \sigma^2_{H(X)}/n \), as long as \( n \) is sufficiently large (\( n \gg 30 \)).

3.4. Discussion

It is worthwhile to understand the relationship between the derived Shannon entropy statistics of a random image and the preconditions of a random image (see Eqs. (11) and (12)).

First, the Shannon entropy of a random image is an estimation on that of the RIG which generates this random image. Because a RIG here is an \( L \)-symbol source generating equally likely symbols for each pixel, the Shannon entropy of such a RIG reaches the maximum randomness \( \log_2 L \). Consequently, it is not surprising that \( H(X) \), the Shannon entropy of a random image \( X \) from this RIG, and also an estimation of the Shannon entropy for the RIG, always have a score close to the Shannon entropy of the source, \( \log_2 L \).

Second, a random image with a larger image size better estimates the source entropy, and thus a random variable of \( H(X) \) has a larger mean and a smaller variance as the size of \( X \) increases. This is because a larger observed image means more pixels, and thus more symbols observed from the image source, the RIG. According to the CLT, the probability of seeing each symbol from this RIG is then better estimated in the sense that these probabilities approach their true values closer as the number of image pixels increases. Correspondingly, the estimated source Shannon entropy gets closer to the true source
Shannon entropy $\log_2 L$ and thus leads to the mean of $H(X)$ approaching closer to $\log_2 L$ with a smaller variances. This phenomenon can be confirmed with Table 1, where $\mu_{H(X)}$ increases and $\sigma_{H(X)}$ decreases as $T$ the number of pixels increases.

Finally, the derived results hold for any image pulled from an image source that satisfies the preconditions of Eqs. (11) and (12). Since an encrypted image from a secure cipher is supposed to satisfy these preconditions while an encrypted image from an insecure cipher is not, we can differentiate encrypted images derived from secure and insecure ciphers using the results derived above. More details about this application will be presented in the following sections.

4. Local Shannon entropy measure and statistical tests

Conventionally, in the image encryption community, the usage of Shannon entropy for image randomness is to compute Eq. (4) for a sample image $S$. This method has been widely adopted in testing the performance of an image cipher [6,12,42,55,64,66]. In this paper, this conventional usage is referred to as the global Shannon entropy. In contrast, the proposed Shannon entropy measure is referred to as the local Shannon entropy, as it only relies on a series of local blocks in an image.

4.1. Local Shannon entropy measure

We define the $(k, T_B)$-local Shannon entropy measure with respect to local image blocks using the following method:

- Step 1. Randomly select non-overlapping image blocks $S_1, S_2, \ldots, S_k$ with $T_B$ pixels within a test image $S$ of $L$ intensity scales
- Step 2. For all $i \in \{1, 2, \ldots, k\}$ compute Shannon entropy $H(S_i)$ via Eq. (4)
- Step 3. Calculate the sample mean of Shannon entropy over these $k$ image blocks $S_1, S_2, \ldots, S_k$ via Eq. (22)

\[
\overline{H}_{kT_B}(S) = \frac{1}{k} \sum_{i=1}^{k} H(S_i)
\]  

Consequently, the $(k, T_B)$-local Shannon entropy $\overline{H}(S)$ are used as the measure for describing the randomness over the entire test image $S$.

Fig. 3 shows the $(k, T_B)$-local Shannon entropy measure on a poorly encrypted image, Rabbit, with $k = 9$ and $T_B = 256$. As can be seen in Fig. 3d, the local Shannon entropy directly points out the relatively low randomness scores for image blocks $S_1, S_6$, and $S_8$ in the test image, and thus demonstrates the capability of the measure to capture local randomness. Further, because the local image blocks are chosen randomly in the local Shannon entropy measure, randomness information of a test image is fairly represented in the resulting local Shannon entropy score.

Since this $(k, T_B)$-local Shannon entropy degrades to the global Shannon entropy for a $T$-pixel image $S$ with $k = 1$ and $T_B = T$, the $(k, T_B)$-local Shannon entropy can be considered a generalized form of Shannon entropy, which includes the global Shannon entropy. However, this generalization is not trivial: one interpretation of the $(k, T_B)$ parameter set is that this parameter set tunes the localization capacity of the Shannon entropy measure over a test image. A discussion on the parameters of the $(k, T_B)$-local Shannon entropy can be found in subsequent sections.

4.2. Why local and not global?

Because the local Shannon entropy measures image randomness by computing the sample mean of Shannon entropy over a number of non-overlapping and randomly selected image blocks, it is able to overcome some known weaknesses of the global Shannon entropy:

1. Inaccuracy: The global Shannon entropy sometimes fails to measure the true randomness of an image. Unlike global Shannon entropy, the $(k, T_B)$ local Shannon entropy is able to capture local image block randomness a measure that might not be correctly reflected in the global Shannon entropy score.

<table>
<thead>
<tr>
<th>$L = 2$</th>
<th>$L = 256$</th>
<th>$L = 256$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>$H_{\mu}(X)$</td>
<td>$H_{\sigma}(X)$</td>
</tr>
<tr>
<td>2 $\times$ 2</td>
<td>0.780639062</td>
<td>0.307715375</td>
</tr>
<tr>
<td>4 $\times$ 4</td>
<td>0.953361607</td>
<td>0.066187807</td>
</tr>
<tr>
<td>8 $\times$ 8</td>
<td>0.986838975</td>
<td>0.01609236</td>
</tr>
<tr>
<td>16 $\times$ 16</td>
<td>0.997176704</td>
<td>0.003992777</td>
</tr>
<tr>
<td>32 $\times$ 32</td>
<td>0.999295215</td>
<td>0.000249088</td>
</tr>
</tbody>
</table>
Fig. 3. An example of the \((k, T_b)\)-local entropy measure for \(k = 10, T_b = 256\).

Fig. 4. Global and local Shannon entropy scores of sample images.
2. Inconsistency: The term ‘global’ is commonly inconsistent for images with various sizes, making the global Shannon entropy unsuitable as a universal measure. However, the \((k, T_b)-local\) Shannon entropy is able to measure the image randomness using the same set of parameter regardless of the various sizes of test images and thus provides a relatively fair comparison for image randomness among multiple images.

3. Low efficiency: The global Shannon entropy measure requires the pixel information of an entire image, which is costly when the test image is large. However the local entropy measure requires only a portion of the total pixel information.

The first weakness regarding inaccuracy is illustrated in Fig. 4, which shows the global and local Shannon entropy scores for three classes of 8-bit grayscale images of size 256 × 256: Random, Scene, and Pattern. It should be noted that the global Shannon entropy score of image Pattern is exactly 8, which is the upper bound for an 8-bit grayscale image and implies image Pattern is very random-like, although image Pattern is not. In contrast, local Shannon entropy scores of image Pattern directly point out that this image is not random-like, because its entropy scores are obviously smaller than the corresponding scores of image Random. This example tells us that an image with a high global entropy score may not be necessarily random-like and that a random-like image always has high local entropy scores regardless of the used block size for the local measurement.

The second weakness regarding inconsistency is illustrated in Table 1, which shows that the expected Shannon entropy scores for different image sizes are very different. In general, an image of a larger size tends to have a higher Shannon entropy score with respect to various image sizes are given in Table 2.

4.3. Hypothesis tests for the \((k, T_b)-local\) Shannon entropy measure

As shown in Section 4.1 the \((k, T_b)-local\) Shannon entropy is definitely a quantitative measure. In order to make it a qualitative measure, we derive hypothesis tests for the \((k, T_b)-local\) Shannon entropy measure. This way, we can make a qualitative measure on a test image, namely reject or fail to reject a test image as a random image.

Consider the \((k, T_b)-local\) Shannon entropy measure on a random image \(R\) as a random variable. According to the definition in Eq. (22), the following equations then hold

\[
\mu_{H_{k,T_b}(R)} = E \left[ \frac{1}{k} \sum_{i=1}^{k} H(R_i) \right] = \mu_{H(X)}
\]

\[
\sigma^2_{H_{k,T_b}(R)} = \text{Var} \left[ \frac{1}{k} \sum_{i=1}^{k} H(R_i) \right] = \sigma^2_{H(X)}/k
\]

where \(R\) denotes the \(ith\) image block in the random image \(R^1\), and \(\mu_{H(X)}\) and \(\sigma_{H(X)}\) are the mean and standard deviation of the Shannon entropy score on a random image \(X\), which has the same number of pixels in the random image block \(R\).

Furthermore, this \((k, T_b)-local\) Shannon entropy of a random image \(R\) actually follows a Gaussian distribution according to the CLT, as long as \(k\) is sufficiently large \((k \geq 30)\). Namely,

\[
\overline{H_{k,T_b}(R)} \sim N(\mu_{H(X)}, \sigma^2_{H(X)}/k)
\]

where \(X\) is a random image of the same format as \(R\) and also contains \(T_b\) pixels. Numerical results of \((k, T_b)-local\) Shannon entropy with respect to various image sizes are given in Table 2.

Consequently, we design the \((k, T_b)-local\) entropy hypothesis test for image randomness in the following way:

- Null hypothesis \(H_0\): \(\overline{H_{k,T_b}(S)} = \mu_{H_{k,T_b}(R)}\), which implies that the test image \(S\) is indistinguishable from a random image

\[\text{Table 2}\]

Theoretical mean and standard deviation of \((k, T_b)-local\) Shannon entropy score on random images.

<table>
<thead>
<tr>
<th>(L = 2)</th>
<th>Binary image</th>
<th>(L = 256)</th>
<th>Grayscale image</th>
<th>(L = 256)</th>
<th>Color image</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_b)</td>
<td>(\mu_{H_{k,T_b}(R)})</td>
<td>(\sigma_{H_{k,T_b}(R)})</td>
<td>(T_b)</td>
<td>(\mu_{H_{k,T_b}(R)})</td>
<td>(\sigma_{H_{k,T_b}(R)})</td>
</tr>
<tr>
<td>2 \times 2</td>
<td>0.780639062</td>
<td>0.307715375</td>
<td>2 \times 2</td>
<td>1.988300234</td>
<td>0.076064119</td>
</tr>
<tr>
<td>4 \times 4</td>
<td>0.953361607</td>
<td>0.066187807</td>
<td>4 \times 4</td>
<td>3.942064617</td>
<td>0.082851351</td>
</tr>
<tr>
<td>8 \times 8</td>
<td>0.988863897</td>
<td>0.016069236</td>
<td>8 \times 8</td>
<td>7.567516929</td>
<td>0.076603439</td>
</tr>
<tr>
<td>16 \times 16</td>
<td>0.997176704</td>
<td>0.003992777</td>
<td>16 \times 16</td>
<td>7.174966353</td>
<td>0.052437999</td>
</tr>
<tr>
<td>32 \times 32</td>
<td>0.999295215</td>
<td>0.000996718</td>
<td>32 \times 32</td>
<td>7.808756571</td>
<td>0.017246343</td>
</tr>
<tr>
<td>64 \times 64</td>
<td>0.999828868</td>
<td>0.000249088</td>
<td>64 \times 64</td>
<td>7.954588734</td>
<td>0.004024888</td>
</tr>
</tbody>
</table>

\[\text{Table 2 continued...}\]
• Alternative hypothesis $H_1$: $H_{k,T_b}(S) \neq \mu_{H_{k,T_b}(R)}$, which implies that the test image $S$ is distinguishable from a random image

Assuming $k \geq 30$ holds, the above test is a Z test, because the distribution of $H_0$ is known (see Eq. (25)). As a result, the test statistic $z$ can be obtained as follows

$$Z = \frac{H_{k,T_b}(S) - \mu_{H_{k,T_b}(R)}}{\sigma_{H_{k,T_b}(R)}} = \frac{H_{k,T_b}(S) - H_{k}(X)}{\sigma_{H(X)}/\sqrt{k}}$$

With respect to the $z$-level of significance in a Z-test, we calculate critical values $h_{left}^*$ and $h_{right}^*$ using Eq. (27). Consequently, we fail to reject $H_0$ for a test image $S$ if $H_{k,T_b}(S) \in [h_{left}^*, h_{right}^*]$ otherwise we reject $H_0$.

$$\begin{cases} h_{left}^* = \mu_{H_{k,T_b}(R)} - \Phi^{-1}(\frac{1}{2}) \sigma_{H_{k,T_b}(R)} = \mu_{H(X)} - \Phi^{-1}(\frac{1}{2}) \sigma_{H(X)}/\sqrt{k} \\ h_{right}^* = \mu_{H_{k,T_b}(R)} + \Phi^{-1}(\frac{1}{2}) \sigma_{H_{k,T_b}(R)} = \mu_{H(X)} + \Phi^{-1}(\frac{1}{2}) \sigma_{H(X)}/\sqrt{k} \end{cases}$$

(27)

where $\Phi^{-1}$ is the inverse cumulative density function of the standard normal distribution $N(0,1)$.

4.4. Parameter selection

In the $(k, T_b)$-local entropy test, the two parameters play different roles. It is somewhat obvious that parameter $k$ affects the width of the rejection region of the $(k, T_b)$-local entropy test. As $k$ increases, $\mu_{H_{k,T_b}(R)}$ remains the same, but $\sigma_{H_{k,T_b}(R)}$ gets smaller, which implies a wider rejection region. However, since the $(k, T_b)$-local entropy test requires $k$ to be sufficiently large to apply the CLT, $k$ should be no less than 30. It should be noted that the condition $k \geq 30$ can be easily satisfied for most images.

The role of parameter $T_b$ is more complex in the sense that both $\mu_{H_{k,T_b}(R)}$ and $\sigma_{H_{k,T_b}(R)}$ change as it changes. It is also noticeable that it is $T_b$ that defines the local entropy test, because when $T_b$ is as large as the number of the entire test image, then the local entropy test is identical to the global one. However, in contrast, if $T_b$ is as small as one pixel, the local entropy test is pointless, as in this case $H_{k,T_b}(S) = 0$, regardless of the test image $S$. Therefore, it is natural to ask whether there exists some optimal $T_b$ in between these two extremes.

Since there are multiple ways to address the problem, we made the choice to approach it by first considering the two parameters below:

• $C_{local}$ (Capacity to capture local randomness information): This capacity is reduced as $T_b$ increases. When $T_b$ increases to the number of pixels in the entire test image, the $(k, T_b)$-local entropy measure becomes the exact global measurement, and thus does not capture any local randomness information.

• $C_{scale}$ (Capacity to capture all $L$ levels of intensity scales): This capacity is enhanced as $T_b$ increases. Although a local entropy score is supposed to measure local randomness with $T_b$ pixels and $L$ intensity scales, such a measure is inaccurate when $T_b \ll L$, because the number of possible symbols that can be observed within $T_b$ is always less than or equal to min $(T_b, L)$. When $T_b = 1$, the $(k, T_b)$-local entropy measure is always 0, and thus completely loses this capacity.

$C_{local}$ and $C_{scale}$ can be modeled as follows, and consequently we can construct a capacity energy function $f$ as shown as follows:

$$\begin{align*}
C_{local}(T_b) &= 1/T_b \\
C_{scale}(T_b) &= Pr(\text{see all } L \text{ scales in } T_b \text{ pixels})/L \\
f^*(T_b) &= C_{local}(T_b) \cdot C_{scale}(T_b) = Pr(\text{see all } L \text{ scales in } T_b \text{ pixels})/T_b
\end{align*}$$

(28)

This energy function can be interpreted as the capacity to capture all $L$ scales per pixel.

It is worthwhile to note that $Pr(\text{see all } L \text{ scales in } T_b \text{ pixels})/L$ can be calculated via Eq. (29) [26], where the random variable $X =$ the number of drawings it takes to get all $L$ intensity scales in $Pr(\text{ } X = tL)$.

$$\begin{align*}
Pr(\text{see all } L \text{ scales in } T_b \text{ pixels})/L &= \sum_{i=1}^{T_b} Pr(X = tL) \\
Pr(X = tL) &= \frac{1}{L} \sum_{i=1}^{L} (-1)^{i-1} \cdot \binom{L}{i} \cdot (L - i)^{t-1}
\end{align*}$$

(29)

(30)

When $T_b \to 1$, $C_{scale}$ decreases to 0 and thus $f^*(T_b)$ quickly goes to 0; when $T_b \to \infty$, $C_{local}$ goes to infinity and thus $f^*(T_b)$ also approaches 0. As a result, the optimized $T_b^*$ with respect to $L$ intensity scales can be obtained as follows

$$T_b^* = \arg \max_{T_b \geq 1} f^*(T_b)$$

(31)

Fig. 5 shows $f^*(T_b)$ scores with respect to different $L$ values. As expected, $f^*(T_b)$ is a unimodal function. More specifically,

$$\begin{align*}
T_b^{2^2} &= 2 \\
T_b^{2^{5}6} &= 1936
\end{align*}$$

(32)

(33)
Table 3 gives the required statistics for local entropy tests with respect to image types and Table 4 provides acceptance intervals of \((k, T_B)\)-local entropy tests under various significance levels with respect to parameter \(k\).

**Table 3**

Mean and standard deviation of local Shannon entropy for random images with optimal \(T_B\).

<table>
<thead>
<tr>
<th>Image type</th>
<th>(L)</th>
<th>(T_B)</th>
<th>(\mu_{H(X)})</th>
<th>(\sigma_{H(X)})</th>
<th>(\mu_{H_{(R)}(X)})</th>
<th>(\sigma_{H_{(R)}(X)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td>2</td>
<td>2</td>
<td>0.5000000000</td>
<td>0.500000000</td>
<td>0.5000000000</td>
<td>0.5000000000</td>
</tr>
<tr>
<td>Grayscale (8-bit)</td>
<td>256</td>
<td>1936</td>
<td>7.902469317</td>
<td>0.008694225</td>
<td>7.902469317</td>
<td>0.008694225</td>
</tr>
<tr>
<td>Color (RGB)</td>
<td>256</td>
<td>1936</td>
<td>7.902469317</td>
<td>0.008694225</td>
<td>7.902469317</td>
<td>0.008694225</td>
</tr>
</tbody>
</table>

**Table 4**

Local entropy test reference table for optimized \(T_B\).

<table>
<thead>
<tr>
<th>(k)</th>
<th>(\alpha = 0.05)</th>
<th>(\alpha = 0.01)</th>
<th>(\alpha = 0.001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h_{LB}^L)</td>
<td>(h_{LB}^R)</td>
<td>(h_{LB}^L)</td>
<td>(h_{LB}^R)</td>
</tr>
<tr>
<td>Binary image (L = 2, T_B = 2)</td>
<td>0.46733934</td>
<td>0.53266066</td>
<td>0.457069512</td>
</tr>
<tr>
<td>40</td>
<td>0.47500450</td>
<td>0.52499550</td>
<td>0.467802134</td>
</tr>
<tr>
<td>50</td>
<td>0.48040360</td>
<td>0.51959640</td>
<td>0.47421707</td>
</tr>
<tr>
<td>60</td>
<td>0.48366967</td>
<td>0.51633033</td>
<td>0.47853476</td>
</tr>
<tr>
<td>70</td>
<td>0.48600257</td>
<td>0.51399747</td>
<td>0.481601219</td>
</tr>
<tr>
<td>80</td>
<td>0.48750225</td>
<td>0.51249775</td>
<td>0.48390167</td>
</tr>
<tr>
<td>90</td>
<td>0.489111311</td>
<td>0.51088689</td>
<td>0.485689373</td>
</tr>
<tr>
<td>100</td>
<td>0.49020180</td>
<td>0.50979820</td>
<td>0.487120853</td>
</tr>
<tr>
<td>110</td>
<td>0.491091073</td>
<td>0.50898927</td>
<td>0.488291685</td>
</tr>
<tr>
<td>120</td>
<td>0.491833483</td>
<td>0.50616517</td>
<td>0.489267378</td>
</tr>
<tr>
<td>130</td>
<td>0.492641677</td>
<td>0.507538323</td>
<td>0.490092964</td>
</tr>
<tr>
<td>140</td>
<td>0.493001279</td>
<td>0.506998717</td>
<td>0.490806100</td>
</tr>
<tr>
<td>150</td>
<td>0.493466787</td>
<td>0.506533213</td>
<td>0.491413902</td>
</tr>
</tbody>
</table>

8-bit Grayscale/RBG color image \(L = 2, T_B = 256\) = 1936

30: 7.901901305 7.903703292 7.901722822 7.903215812 7.901515698 7.903422936
40: 7.902043308 7.902835326 7.901909446 7.90302188 7.901754103 7.903145311
50: 7.902128510 7.902810124 7.90201240 7.902917214 7.901897145 7.903041849
60: 7.902159293 7.902753323 7.902096070 7.902842564 7.901992507 7.902946127
70: 7.902225883 7.902712751 7.902149391 7.902789243 7.902060623 7.902878011
80: 7.902256312 7.902682322 7.902189382 7.902749252 7.902111710 7.902856294
90: 7.902279980 7.902658654 7.90220485 7.902718149 7.902151444 7.902787190
100: 7.902298913 7.902639721 7.902243596 7.902693265 7.902183231 7.902755403
110: 7.902314405 7.902624229 7.902265728 7.902672906 7.902092939 7.902729395
120: 7.902327314 7.902611320 7.902282693 7.902655941 7.902230912 7.902707722
130: 7.902338237 7.902603097 7.902290704 7.902641585 7.902249251 7.902689383
140: 7.902347600 7.902591034 7.902309354 7.902629280 7.902264970 7.902673664
150: 7.902355715 7.902582919 7.902320018 7.902618616 7.902278593 7.902660421

Fig. 5. \(T_B\) optimization with respect to different image formats (left column: \(C_{scale}\); right column: capacity energy).
5. Simulation results

In this section, we compare the theoretical distributions and statistics derived in previous sections to those observed from a random image source. Specifically speaking,

- Theoretical statistics of a random image in Table 1 vs. observed ones
- Theoretical distribution of the \((k, T_b)\)-local entropy score for random images vs. observed distribution

All simulations are performed under the environment of MATLAB r2011a using built-in functions.

5.1. Estimated statistics from observed random images

Table 5 shows the mean and standard deviations of 50,000 observed sample images \(S^{(1)}, S^{(2)}, \ldots, S^{(50,000)}\) generated from the MATLAB uniform RNG, where \(S^{(i)}\) denotes the \(i\)th sample out of 50,000. The sample mean and the sample standard deviation for each parameter setting are calculated from 50,000 observations using Eqs. (34) and (35), respectively. It is noticeable that estimated values are very close to theoretical values in Table 1.

\[
\hat{\mu}_{(S)} = \frac{1}{50,000} \sum_{i=1}^{50,000} H(S^{(i)})
\]

\[
\hat{\sigma}_{(S)} = \sqrt{\left(\frac{1}{50,000} \sum_{i=1}^{50,000} H(S^{(i)})\right)^2 - 50,000(\hat{\mu}_{(S)})^2 / 49,999}
\]

Table 6 tabulates a quantization of the errors between Tables 1 and 5 using mean square error (MSE) as shown in Eq. (36). Symbol \(\hat{\theta}\) is the estimated value of the true parameter \(\theta\). In our case, \(\hat{\theta}\) is \(\hat{\mu}_{(S)}\) or \(\hat{\sigma}_{(S)}\) and \(\theta\) is the corresponding \(\mu_{(S)}\) or \(\sigma_{(S)}\) under the same image settings in Table 1. As seen in this table, the observed statistics from a random image source match very well with those we derived.

\[
\text{MSE}(\hat{\theta}) = E\left((\hat{\theta} - \theta)^2\right)
\]

5.2. Observed distribution of \(z\) statistic in the \((k, T_b)\)-local entropy test

We showed earlier that the test statistic \(z = \frac{R_{kT_b}(S) - R_{kT_b}(R)}{\sigma_{R_{kT_b}(S)}}\) follows the standard Normal distribution, i.e. \(z \sim N(0, 1)\), where \(R_{kT_b}(S)\) and \(R_{kT_b}(R)\) are \((k, T_b)\)-local entropy scores for a test image \(S\) and a random image \(R\) (see Table 2 for details).

We construct an observed distribution about \(z\) which is the normalized histogram of \(\frac{R_{kT_b}(S^{(i)}) - R_{kT_b}(R)}{\sigma_{R_{kT_b}(S^{(i)})}}\) using 256 bins, where \(S^{(i)}\) denotes the \(i\)th observed images from the MATLAB RNG and \(1 \leq i \leq 50,000\). Fig. 6 shows the estimated distribution \(z\) and

\[
L = 2 \\
\begin{array}{c|c|c|c}
T & \hat{\mu}_{(S)} & \hat{\sigma}_{(S)} \\
\hline
2 \times 2 & 0.779166957 & 0.308881174 \\
4 \times 4 & 1.988628677 & 0.075070562 \\
8 \times 8 & 7.954594365 & 0.004022400
\end{array}
\]

\[
L = 256 \\
\begin{array}{c|c|c|c}
T & \hat{\mu}_{(S)} & \hat{\sigma}_{(S)} \\
\hline
2 \times 2 & 0.308881174 & 3.041098812 \\
4 \times 4 & 0.308881174 & 0.308881174 \\
8 \times 8 & 0.308881174 & 0.308881174
\end{array}
\]

\[
L = 256 \\
\begin{array}{c|c|c|c}
T & \hat{\mu}_{(S)} & \hat{\sigma}_{(S)} \\
\hline
2 \times 2 & 3.041098812 & 3.041098812 \\
4 \times 4 & 0.308881174 & 0.308881174 \\
8 \times 8 & 0.308881174 & 0.308881174
\end{array}
\]

\[
L = 256 \\
\begin{array}{c|c|c|c}
T & \hat{\mu}_{(S)} & \hat{\sigma}_{(S)} \\
\hline
2 \times 2 & 3.041098812 & 3.041098812 \\
4 \times 4 & 0.308881174 & 0.308881174 \\
8 \times 8 & 0.308881174 & 0.308881174
\end{array}
\]

\[
L = 256 \\
\begin{array}{c|c|c|c}
T & \hat{\mu}_{(S)} & \hat{\sigma}_{(S)} \\
\hline
2 \times 2 & 3.041098812 & 3.041098812 \\
4 \times 4 & 0.308881174 & 0.308881174 \\
8 \times 8 & 0.308881174 & 0.308881174
\end{array}
\]
the theoretical distribution of $z$ for the $(k, T_B)$-local entropy test, where the first row shows the observed $\hat{z}$ vs. the standard normal distribution, with respect to the optimized $T_B = 2$ for binary images and $T_B = 1936$ for grayscale or RGB images for a fixed number of samples $k = 100$; and the second row shows the sample percentage out of the $\alpha$-level confidence interval for $k = 30, 40, \ldots, 150$, with respect to $\alpha = 0.05, 0.01, 0.001$ (see Table 4). As seen in Fig. 6, the observed distribution $\hat{z}$ is very close to the standard Normal distribution, which is a conclusion discussed earlier; and the actual distribution tails, i.e. $\Pr(|\hat{z}| > \Phi_{\hat{z}/\sqrt{2}})$ are close to their theoretical values. Additionally, as the number of image blocks $k$ in the $(k, T_B)$-local entropy test increases, $\Pr(|\hat{z}| > \Phi_{\hat{z}/\sqrt{2}})$ gets closer to zero.

Fig. 6. Observed distribution of $(k, T_B)$-local entropy test statistic vs. theoretical distribution $z \sim N(0, 1)$.

Fig. 7. Image shuffling results.
6. Applications to image encryption

In this section, we demonstrate two applications of the \( (k, T_b) \)-local Shannon entropy measure, where the first one uses the local Shannon entropy measure to evaluate the image shuffling performance whereas the global entropy measure is ineffective, and the second one uses the derived \( (k, T_b) \)-local Shannon entropy test to evaluate the performance of various image ciphers and compares computational costs of the global and local Shannon entropy measures.

6.1. Evaluating pixel randomness for image shuffling

Generally speaking, a pixel (-wise) shuffling algorithm for image encryption can be defined as in Eq. (37), where \( I \) and \( O \) denote input and output images respectively; \( O(i, j) \) indicates the pixel located at intersection of the \( i \)th row and the \( j \)th column in the output image \( O \); \( U(\cdot) \) is a general image shuffling algorithm; \( e_{ij} \) is a pixel permutation. Additionally, if Eq. (38) holds, that is if \( e_{ij} \) is the combination of a row permutation \( e_{ri} \) and a column permutation \( e_{cj} \), then a pixel (-wise) shuffling is equivalent to a row-column (-wise) shuffling. As its definition implies, a shuffling algorithm does not change the intensity level for any pixel, but shuffles the positions of pixels.

\[
O(i, j) = U(I) = I(e_{ij}(i, j))
\]

\[
I(e_{ij}^{-1}(i, j)) = I(e_{ri}(i), e_{cj}(j))
\]

Table 7

Pixel randomness for shuffled images in Fig. 7.

<table>
<thead>
<tr>
<th>Images ( U )</th>
<th>FIPS 140-2 tests</th>
<th>Monobit</th>
<th>Poker Run</th>
<th>Run Long</th>
<th>Local entropy score</th>
<th>Global entropy score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Length of the run</td>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------------</td>
<td>---------------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>( I )</td>
<td>0 bit</td>
<td>11299 2913.984</td>
<td>106</td>
<td>131</td>
<td>109</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>8701</td>
<td>53</td>
<td>70</td>
<td>59</td>
<td>54</td>
</tr>
<tr>
<td>( U_{p-w}^{16,16}(I) )</td>
<td>0 bit</td>
<td>11244 2386.291</td>
<td>1371</td>
<td>530</td>
<td>292</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>8756</td>
<td>1238</td>
<td>565</td>
<td>309</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>0 bit</td>
<td>11251 695.8784</td>
<td>1774</td>
<td>830</td>
<td>499</td>
<td>239</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>8749</td>
<td>2232</td>
<td>828</td>
<td>370</td>
<td>199</td>
</tr>
<tr>
<td>( U_{p-w}^{32,32}(I) )</td>
<td>0 bit</td>
<td>9411 869.2224</td>
<td>2354</td>
<td>1050</td>
<td>512</td>
<td>263</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>10589</td>
<td>2105</td>
<td>1112</td>
<td>550</td>
<td>298</td>
</tr>
<tr>
<td>( U_{p-w}^{128,128}(I) )</td>
<td>0 bit</td>
<td>5872 4582.874</td>
<td>2897</td>
<td>856</td>
<td>259</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>14128</td>
<td>1174</td>
<td>862</td>
<td>592</td>
<td>458</td>
</tr>
<tr>
<td>( U_{c-w}^{16,16}(I) )</td>
<td>0 bit</td>
<td>11235 2802.157</td>
<td>1137</td>
<td>348</td>
<td>146</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>8765</td>
<td>857</td>
<td>481</td>
<td>190</td>
<td>122</td>
</tr>
<tr>
<td>( U_{c-w}^{32,32}(I) )</td>
<td>0 bit</td>
<td>11179 822.0224</td>
<td>1457</td>
<td>476</td>
<td>212</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>8821</td>
<td>1259</td>
<td>610</td>
<td>157</td>
<td>190</td>
</tr>
<tr>
<td>( U_{c-w}^{64,64}(I) )</td>
<td>0 bit</td>
<td>9917 377.1584</td>
<td>1535</td>
<td>600</td>
<td>302</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>10083</td>
<td>1476</td>
<td>574</td>
<td>338</td>
<td>109</td>
</tr>
<tr>
<td>( U_{c-w}^{128,128}(I) )</td>
<td>0 bit</td>
<td>5370 10966.144</td>
<td>1957</td>
<td>714</td>
<td>384</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>1 bit</td>
<td>14630</td>
<td>1075</td>
<td>752</td>
<td>449</td>
<td>269</td>
</tr>
</tbody>
</table>

Fig. 8. Randomness test for image shuffling.
A shuffling algorithm can also be a block cipher, which shuffles an image block by block.

Fig. 7 shows image shuffling results using the pixel-wise shuffling and row-column-wise shuffling. For simplicity, consider a shuffled image \( I \) using a pixel-wise shuffling scheme with an \( M \)-by-\( N \) block size:

### Table 8
Global Shannon entropy for encrypted images.

<table>
<thead>
<tr>
<th>File</th>
<th>Image information</th>
<th>Size</th>
<th>Type</th>
<th>bmpPacker</th>
<th>f-Cipher</th>
<th>3DCat</th>
<th>Sudoku</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1.09</td>
<td>Moon surface</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>7.8581</td>
<td>7.9990</td>
<td>7.9972</td>
<td>7.9972</td>
</tr>
<tr>
<td>5.1.10</td>
<td>Aerial</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>7.8581</td>
<td>7.9991</td>
<td>7.9975</td>
<td>7.9970</td>
</tr>
<tr>
<td>5.1.11</td>
<td>Airplane</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>7.8586</td>
<td>7.9991</td>
<td>7.9972</td>
<td>7.9974</td>
</tr>
<tr>
<td>5.1.12</td>
<td>Clock</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>7.8574</td>
<td>7.9992</td>
<td>7.9970</td>
<td>7.9974</td>
</tr>
<tr>
<td>5.1.13</td>
<td>Resolution chart</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>6.1780</td>
<td>7.9990</td>
<td>7.9928</td>
<td>7.9947</td>
</tr>
<tr>
<td>5.1.14</td>
<td>Chemical plant</td>
<td>256 \times 256</td>
<td>Gray</td>
<td>7.8562</td>
<td>7.9990</td>
<td>7.9973</td>
<td>7.9970</td>
</tr>
<tr>
<td>5.2.08</td>
<td>Couple</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9911</td>
<td>7.9998</td>
<td>7.9991</td>
<td>7.9993</td>
</tr>
<tr>
<td>5.2.09</td>
<td>Aerial</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9915</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9993</td>
</tr>
<tr>
<td>5.2.10</td>
<td>Stream and bridge</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9912</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>5.3.01</td>
<td>Man</td>
<td>1024 \times 1024</td>
<td>Gray</td>
<td>7.9993</td>
<td>8.0000</td>
<td>7.9996</td>
<td>7.9998</td>
</tr>
<tr>
<td>5.3.02</td>
<td>Airport</td>
<td>1024 \times 1024</td>
<td>Gray</td>
<td>7.9993</td>
<td>7.9999</td>
<td>7.9998</td>
<td>7.9998</td>
</tr>
<tr>
<td>7.1.01</td>
<td>Truck</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9916</td>
<td>7.9997</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.02</td>
<td>Airplane</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9915</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9990</td>
</tr>
<tr>
<td>7.1.03</td>
<td>Tank</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9914</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.04</td>
<td>Car and APCs</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9917</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.05</td>
<td>Truck and APCs</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9910</td>
<td>7.9997</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.06</td>
<td>Truck and APCs</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9921</td>
<td>7.9997</td>
<td>7.9992</td>
<td>7.9993</td>
</tr>
<tr>
<td>7.1.07</td>
<td>Tank</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9914</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.08</td>
<td>APC</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9915</td>
<td>7.9998</td>
<td>7.9991</td>
<td>7.9991</td>
</tr>
<tr>
<td>7.1.09</td>
<td>Tank</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9915</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.1.10</td>
<td>Car and APCs</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9917</td>
<td>7.9997</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>7.2.01</td>
<td>Airplane (U-2)</td>
<td>1024 \times 1024</td>
<td>Gray</td>
<td>7.9993</td>
<td>7.9999</td>
<td>7.9998</td>
<td>7.9997</td>
</tr>
<tr>
<td>Boat.512</td>
<td>Fishing boat</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9914</td>
<td>7.9997</td>
<td>7.9993</td>
<td>7.9993</td>
</tr>
<tr>
<td>Elaine.512</td>
<td>Girl (Elaine)</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9914</td>
<td>7.9998</td>
<td>7.9993</td>
<td>7.9992</td>
</tr>
<tr>
<td>Gray21.512</td>
<td>21 level step wedge</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.5291</td>
<td>7.9998</td>
<td>7.9992</td>
<td>7.9997</td>
</tr>
<tr>
<td>Numbers.512</td>
<td>256 level test pattern</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>7.9916</td>
<td>7.9997</td>
<td>7.9994</td>
<td>7.9993</td>
</tr>
<tr>
<td>Ruler.512</td>
<td>Pixel ruler</td>
<td>512 \times 512</td>
<td>Gray</td>
<td>5.2343</td>
<td>7.9998</td>
<td>6.9995</td>
<td>7.9943</td>
</tr>
<tr>
<td>Testpat.1k</td>
<td>General test pattern</td>
<td>1024 \times 1024</td>
<td>Gray</td>
<td>7.5425</td>
<td>7.9999</td>
<td>7.9820</td>
<td>7.9995</td>
</tr>
</tbody>
</table>

Mean 7.7726
Std 0.6102

Fig. 9. Selected images in USC-SIPI Miscellaneous dataset.
In this section, the local Shannon entropy measure is applied to encrypted images from four image ciphers: commercial image ciphers I-Cipher\(^2\), bmpPacker\(^3\), and image encryption algorithms 3DCat [16] and Sudoku [60]. It is worthwhile to note that the reason why the local Shannon entropy test is able to differentiate an encrypted image generated by a secure cipher from those generated by an insecure cipher is that a secure image cipher attains the confusion and diffusion properties [48], which implies that it could be a pseudo RIG. Therefore, the proposed local Shannon entropy test for random images is applicable to encrypted images.

We first selected 28 original images from the USC-SIPI image database\(^4\) (see Fig. 9) and then encrypted these images using the four image ciphers/algorithms. Finally, we applied the global and local Shannon entropy measures to all encrypted images and obtained Tables 8 and 9.

\(^2\) I-Cipher is a product of Ambitware Inc., available at http://www.ambitware.com/ under product page as the date of 07/19/2012.

\(^3\) bmpPacker is written by Jens Godeke, available at http://www.jens-goedeke.eu/tools/bmppacker/ as the date of 07/19/2012.

\(^4\) A public image database distributed by the University of Southern California, available at http://sipi.usc.edu/database/ as the date of 07/19/2012.
Comparing Tables 8 and 9, it can be observed that although the performance of the four ciphers in the global and local Shannon entropy measures gives the same ranking, \( I\text{-Cipher} > Sudoku > 3DCat > bmpPacker \), the global Shannon entropy measure shows the performance of \( Sudoku \) to be much closer to that of \( I\text{-Cipher} \) than to that of \( 3DCat \), while the local Shannon entropy test indicates that this conclusion may be wrong, in the sense that \( 3DCat \) has an even better acceptance rate than \( Sudoku \). This shows the importance of the qualitative analysis provided by the local Shannon entropy test. Finally, we compare the number of required image pixels for the global and local Shannon entropy tests in Fig. 10, which clearly shows that the global Shannon entropy measure requires a different number of pixels for different images, but always much more than those required by the local Shannon entropy measure.

7. Conclusions

In this paper, we have introduced the concept of the \( (k, T_B) \)-local Shannon entropy measure for image randomness, which includes the global Shannon entropy as a special case. The proposed \( (k, T_B) \) – local Shannon entropy measure is defined on \( k \) local image blocks with \( T_B \) pixels and computes the sample mean of the Shannon entropy in each image block. Therefore, the proposed local Shannon entropy measure.

1. is able to measure image randomness by quantizing the captured local randomness information;
2. requires a fewer number of image pixels to compute an entropy score and thus is faster than the global Shannon entropy measure;
3. allows fair randomness comparisons between images of different sizes.

Furthermore, we have derived the hypothesis tests of the \( (k, T_B) \)-local Shannon entropy measure for random images, providing a qualitative measure to a test image. Consequently, the \( (k, T_B) \)-local Shannon entropy measure can be directly used to test whether a test image is random-like by simply comparing an observed score to a theoretical one.

Our simulation results have demonstrated that the estimated statistics and observed distributions of the local Shannon entropy from 50,000 random image samples fit our proposed mathematical model very well. Finally, we showed possible applications of the local Shannon entropy measure in image shuffling and image encryption. Our tested results showed that the proposed local Shannon entropy is a better measure for image shuffling than those available in FIPS 140-2, and that the local Shannon entropy scores on various shuffled images also reflect human intuition. Moreover, the test results of local Shannon entropy scores imply that many image ciphers/ algorithms are not as random-like as claimed by their authors. Three out of four tested image ciphers actually have much lower local Shannon entropy scores than expected for securely encrypted images.

One possible remedy to avoid producing these poorly encrypted images is to use the local Shannon entropy test as a quality control device in a feedback encryption system: if an encrypted image fails to pass the local Shannon entropy test, then it should be sent back to the cipher and be encrypted again. In this manner, the local Shannon entropy test would ensure that all encrypted images processed by an image cipher are random-like and indistinguishable from random images.
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