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Abstract—Restricted Boltzmann Machines (RBM) and auto encoders, learns to represent features in a dataset meaningfully and used as the basic building blocks to create deep networks. This paper introduces Extreme Learning Machine based Auto Encoder (ELM-AE), which learns feature representations using singular values and is used as the basic building block for Multi Layer Extreme Learning Machine (ML-ELM). ML-ELM performance is better than auto encoders based deep networks and Deep Belief Networks (DBN), while in par with Deep Boltzmann Machines (DBM) for MNIST dataset. However ML-ELM is significantly faster than any state-of-the-art deep networks.
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I. INTRODUCTION

The generalization capability of a machine learning algorithm depends upon the features of the dataset. Hence engineering the features to represent the salient structure of the data is important. However, feature engineering requires domain knowledge and human ingenuity to generate appropriate features. Hinton, et. al [1] showed that Restricted Boltzmann Machine (RBM) and auto encoders perform feature engineering and can be used to train multiple-layer neural networks. These multiple-layer neural networks are called as deep networks. There are two types of deep networks based on RBM, which are called as Deep Belief Network (DBN) [1] and Deep Boltzmann Machine (DBM) [2]. There are two types of auto encoder based deep networks, which are Stacked Auto Encoders (SAE) [3] and Stacked Denoising Auto Encoders (SDAE) [3]. DBN and DBM are created by stacking RBMs while SAE and SDAE is created by stacking auto encoders. Deep networks outperforms traditional multiple-layer neural networks, Single Layer Feed-forward Neural Networks (SLFN) and Support Vector Machines (SVM) for big data, but are tainted by slow learning speeds.

Extreme Learning Machine (ELM) introduced by Huang, et. al [5] is a SLFN with fast learning speed and good generalization capability. Similar to deep networks, Multi-Layer Extreme Learning Machine (ML-ELM) proposed in this paper performs layer by layer unsupervised learning. This paper introduces Extreme Learning Machine Auto Encoder (ELM-AE) which represents features based on singular values. Resembling deep networks, ML-ELM stacks ELM-AE to create a multi layer neural network.

ML-ELM on the other hand learns significantly faster than existing deep networks while outperforming DBN, SAE, SDAE, and performing in par with DBM for the MNIST [4] dataset.

II. BRIEF OF ELM

Extreme Learning Machine (ELM) proposed by Huang, et. al [5] for SLFN shows that the hidden nodes can be randomly generated. The input data is mapped to L dimensional ELM random feature space and the network output is given by Equation (1):

$$f_L(x) = \sum_{i=1}^{L} \beta_i h_i(x) = h(x)\beta$$ (1)

where $\beta = [\beta_1, \cdots, \beta_L]^T$ is the output weight matrix between the hidden nodes and the output nodes. $h(x) = [g_1(x), \cdots, g_L(x)]$ are the hidden node outputs (random hidden features) for the input $x$ and $g_i(x)$ is the output of the $i$-th hidden node. Given $N$ training samples $\{(x_i, t_i)\}_{i=1}^{N}$, ELM is to resolve the following learning problems:

$$H\beta = T$$ (2)

where $T = [t_1, \cdots, t_N]^T$ are the target labels and $H = [h^T(x_1), \cdots, h^T(x_N)]^T$. The output weights $\beta$ can be calculated by Equation (3):

$$\beta = H^+ T$$ (3)

where $H^+$ is the Moore-Penrose generalized inverse of matrix $H$.

To have better generalization performance and to make the solution more robust, one can add a regularization term as shown in [7].

$$\beta = \left(\frac{I}{C} + H^T H\right)^{-1} H^T T$$ (4)
III. REPRESENTATION LEARNING WITH ELM

A. Extreme Learning Machine as an Auto Encoder (ELM-AE)

The main objective of ELM-AE is to represent the input features meaningfully in three different representations.

Compressed representation
Represent features from a higher dimensional input data space to a lower dimensional feature space.

Sparse representation
Represent features from a lower dimensional input data space to a higher dimensional feature space.

Equal dimension representation
Represent features from an input data space dimension equal to feature space dimension.

ELM is modified as follows to perform unsupervised learning: input data is used as output data \( t = x \), random weights and random biases of the hidden nodes are chosen to be orthogonal. Experiments performed by the authors based on a different ELM network indicate that, even when the random weights and random biases are not orthogonal, ELM-AE is capable of learning a useful feature representation. However by choosing the random weights and random biases to be orthogonal higher performance tends to be achieved.

According to ELM theory ELM is an universal approximator [8], hence ELM-AE is also a universal approximator. The network structure of ELM-AE for compressed, sparse and equal dimension representation is shown in Figure 1. In [6] and calculated by Equation (5):

\[
\begin{align*}
\mathbf{h} & = g(\mathbf{a}x + b) \\
\mathbf{a}^T \mathbf{a} & = \mathbf{I}, b^T b = 1
\end{align*}
\]

Where \( \mathbf{a} = [a_1, \ldots, a_L] \) are the orthogonal random weight and \( \mathbf{b} = [b_1, \ldots, b_L] \) are the orthogonal random bias between the input nodes and hidden nodes.

The output weights \( \beta \) of ELM-AE is responsible of learning the transformation from the feature space to input data. For sparse and compressed ELM-AE representations, output weights \( \beta \) are calculated by Equation (6):

\[
\beta = \left( \frac{\mathbf{I}}{C} + \mathbf{H}^T \mathbf{H} \right)^{-1} \mathbf{H}^T \mathbf{X}
\]

Where \( \mathbf{H} = [h_1, \ldots, h_N] \) are the hidden layer outputs of ELM-AE and \( \mathbf{X} = [x_1, \ldots, x_N] \) are input data and output data of ELM-AE.

For equal dimension ELM-AE representations, output weights \( \beta \) are calculated by Equation (7):

\[
\begin{align*}
\beta & = \mathbf{H}^{-1} \mathbf{X} \\
\beta^T \beta & = \mathbf{I}
\end{align*}
\]

The Singular Value Decomposition (SVD) of Equation (6) is shown in Equation (8):

\[
\mathbf{H} \beta = \sum_{i=1}^{N} u_i \frac{d_i^2}{d_i^2 + C} u_i^T \mathbf{X}
\]

where \( u_i \) are the eigenvectors of \( \mathbf{HH}^T \), \( d \) are the singular values of \( \mathbf{H} \), related to the SVD of input data \( \mathbf{X} \). Because \( \mathbf{H} \) is the projected feature space of \( \mathbf{X} \) squashed via a sigmoid function, we hypothesize that the output weight \( \beta \) of ELM-AE will be learning to represent the features of the input data via singular values. To test whether our hypothesis is correct we create 10 mini datasets containing digits 0 to 9 from the MNIST dataset. Next each mini dataset is sent through a ELM-AE (network structure: 784-20-784) and the contents of the output weights \( \beta \) (Figure 2(a)) are compared with the manually calculated rank 20 SVD basis (Figure 2(b)) of each mini dataset. According to Figure 2 it can be seen that ELM-AE output weights \( \beta \) is better than the manually calculated SVD basis.

B. Multi Layer Extreme Learning Machine (ML-ELM)

Multi layer neural networks perform poorly when trained with BP only. Hence hidden layer weights in a deep network are initialized using layer wise unsupervised training and the whole neural network is fine tuned using BP further. Similar to deep networks, each ML-ELM hidden layer weights are initialized using ELM-AE which performs layer wise unsupervised training. However in contrast to deep networks, ML-ELM doesn’t require fine tuning.

ML-ELM hidden layer activation functions can be either linear or nonlinear piecewise. If the number of nodes \( L^k \) in
ELM, Kernel-ELM was executed 10 times and the average values are reported. The ML-ELM (network structure: 784-700-700-15000-10 with ridge parameters $10^{-1}$ for layer 784-700, $10^3$ for layer 700-15000 and $10^8$ for layer 15000-10) with sigmoidal hidden layer activation function generates an accuracy of 99.03. The DBN, DBM network structures used respectively were 748-500-500-2000-10 and 784-500-1000-10. As a two layer DBM network produces better results than a three layer DBM network [2], the two layer DBM network is tested. We achieved the same test results for DBN as reported in [1] and also for DBM as reported in [2].

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Testing Accuracy% (dev%)</th>
<th>Training Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML-ELM</td>
<td>99.03 (±0.04)</td>
<td>444.655s</td>
</tr>
<tr>
<td>ELM (random features)</td>
<td>97.39 (±0.1)</td>
<td>545.95s</td>
</tr>
<tr>
<td>ELM (Gaussian kernel)</td>
<td>98.75</td>
<td>790.96s</td>
</tr>
<tr>
<td>DBN</td>
<td>98.87</td>
<td>20580s</td>
</tr>
<tr>
<td>DBM</td>
<td>99.05</td>
<td>68246s</td>
</tr>
<tr>
<td>SAE [3]</td>
<td>98.6</td>
<td>-</td>
</tr>
<tr>
<td>SDAE [3]</td>
<td>98.72</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1

**PERFORMANCE COMPARISON OF ML-ELM WITH STATE-OF-THE-ART DEEP NETWORKS**

As shown in Table 1, ML-ELM performs in par with DBM and outperforms SAE, SDAE, DBN, ELM with random feature and gaussian kernel ELM. Furthermore, ML-ELM has the least training time with respect to deep networks. ML-ELM achieves fast training time due to the following reasons:

1) In contrast to deep networks ML-ELM does not require fine tuning.
2) ELM-AE output weights can be determined analytically, unlike in RBM or traditional auto encoders where iterative algorithms are required.
3) ELM-AE learns to represent features via singular values unlike RBM and traditional auto encoders where actual representation of data is learned.

V. CONCLUSION

It could be seen that ELM-AE is a special case of ELM where the input is equal to output and the randomly generated weights are chosen to be orthogonal. The representation capability of ELM-AE may provide a good solution to multi-layer feed forward neural networks. ELM based multi-layer network seems to provide better performance than state-of-the-art deep networks.
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Figure 3. Adding Layers in ML-ELM. (a) ELM-AE output weights $\beta^1$ with respect to input data $x$ are the 1st layer weights of ML-ELM. (b) The output weights $\beta^{i+1}$ of ELM-AE, with respect to $i$th hidden layer output $h^i$ of ML-ELM are the $(i+1)$th layer weights of ML-ELM. (c) The ML-ELM output layer weights are calculated using regularized least squares.


